
Article
Activation of human visual
 area V6 during egocentric
navigation with and without visual experience
Highlights
d V6 responds to visual egocentric navigation in humans

d V6 responds to both visual and auditory cues for navigation

d V6 is selective to egocentric navigation via sound, without any

visual experience

d V6 receives sensory-motor input, which might play a role in

egocentric navigation
Aggius-Vella et al., 2023, Current Biology 33, 1211–1219
April 10, 2023 ª 2023 Published by Elsevier Inc.
https://doi.org/10.1016/j.cub.2023.02.025
Authors

Elena Aggius-Vella,

Daniel-Robert Chebat,

Shachar Maidenbaum, Amir Amedi

Correspondence
elenaaggiusvella@gmail.com (E.A.-V.),
danielc@ariel.ac.il (D.-R.C.),
mshachar@bgu.ac.il (S.M.),
amir.amedi@idc.ac.il (A.A.)

In brief

Aggius-Vella et al. show that visual

experience is not critical to develop

selectivity for navigation in visual

retinotopic area V6. People with

blindness who learn to navigate virtual

mazes based on a new sonification

algorithm recruit area V6. Moreover, area

V6 contains sensory-motor information

that might be relevant for egocentric

navigation.
ll

mailto:elenaaggiusvella@gmail.com
mailto:danielc@ariel.ac.il
mailto:mshachar@bgu.ac.il
mailto:amir.amedi@idc.ac.il
https://doi.org/10.1016/j.cub.2023.02.025
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cub.2023.02.025&domain=pdf


ll
Article

Activation of human visual area V6
during egocentric navigation
with and without visual experience
Elena Aggius-Vella,1,* Daniel-Robert Chebat,2,3,* Shachar Maidenbaum,4,5,* and Amir Amedi1,6,7,8,*
1The Baruch Ivcher Institute for Brain, Cognition & Technology, Reichman University, 4610101 Herzliya, Israel
2Department of Psychology, Faculty of Social Sciences and Humanities, Ariel University, 4076414 Ariel, Israel
3Navigation and Accessibility Research Center of Ariel University (NARCA), Ariel University, 4076414 Ariel, Israel
4Department of Biomedical Engineering, Ben-Gurion University of the Negev, 8410501 Beersheba, Israel
5Zlotowski Center for Neuroscience, Ben-Gurion University of the Negev, 8410501 Beersheba, Israel
6Twitter: @BCT_Inst
7Twitter: @AmediLab
8Lead contact
*Correspondence: elenaaggiusvella@gmail.com (E.A.-V.), danielc@ariel.ac.il (D.-R.C.), mshachar@bgu.ac.il (S.M.), amir.amedi@idc.ac.il (A.A.)

https://doi.org/10.1016/j.cub.2023.02.025
SUMMARY
V6 is a retinotopic area located in the dorsal visual stream that integrates eye movements with retinal and
visuo-motor signals. Despite the known role of V6 in visual motion, it is unknownwhether it is involved in nav-
igation and how sensory experiences shape its functional properties. We explored the involvement of V6 in
egocentric navigation in sighted and in congenitally blind (CB) participants navigating via an in-house dis-
tance-to-sound sensory substitution device (SSD), the EyeCane. We performed two fMRI experiments on
two independent datasets. In the first experiment, CB and sighted participants navigated the same mazes.
The sighted performed the mazes via vision, while the CB performed them via audition. The CB performed
the mazes before and after a training session, using the EyeCane SSD. In the second experiment, a group
of sighted participants performed amotor topography task. Our results show that right V6 (rhV6) is selectively
involved in egocentric navigation independently of the sensory modality used. Indeed, after training, rhV6 of
CB is selectively recruited for auditory navigation, similarly to rhV6 in the sighted. Moreover, we found
activation for bodymovement in area V6, which can putatively contribute to its involvement in egocentric nav-
igation. Taken together, our findings suggest that area rhV6 is a unique hub that transforms spatially relevant
sensory information into an egocentric representation for navigation. While vision is clearly the dominant
modality, rhV6 is in fact a supramodal area that can develop its selectivity for navigation in the absence of
visual experience.
INTRODUCTION

Visual information facilitates spatial tasks,1 and it may even be

required for the development of spatial abilities.2–4 It should

therefore not be surprising that most of the brain regions associ-

ated with spatial tasks are also considered visual areas.5,6

Among these, the recently discovered area V6, located in the pa-

rieto-occipital sulcus (POS) and part of the dorsal visual stream,

stands out for its retinotopic organization. V6 is organized in a

topographic manner and includes representations of the entire

contralateral hemifield,7 while playing a central role in integrating

eye movements with retinal signals.8,9 Human and non-human

primate studies show that area V6 is a motion area responding

to coherent motion and to egomotion-compatible optic

flow.9–14 V6 is activated by static but navigationally relevant stim-

uli, such as images of places (internal and external views of build-

ings),15 and it is connected with the parahippocampal place area
Current Biology 33,
(PPA),16 suggesting that this area may possibly be involved in

egocentric visual navigation. To the best of our knowledge, this

is the first study testing the involvement of V6 in visual egocentric

navigation tasks.

The classical view of typical brain development stresses the

importance of an unalterable link between sensory cortices

and their unisensory-specific experiences during the critical or

sensitive periods, the time in early post-natal life during which

the development of functional properties of the brain are strongly

dependent on experience or environmental influences.17,18

However, an ever-growing body of evidence on brain organiza-

tion in individuals who are congenitally blind (CB)19–27 and

deaf28–31 suggests that in some cases, development of special-

izations and functions might not be completely dependent on vi-

sual or auditory (i.e., unisensory) input during the critical period. It

can also be dramatically modified with tailored training in adult-

hood, even in the case of complete sensory deprivation starting
1211–1219, April 10, 2023 ª 2023 Published by Elsevier Inc. 1211
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Figure 1. Sequence of tasks in fMRI experi-

ments in virtual and real navigation training

with the EyeCane

(A) The paradigm within the scanner; there were

three types of blocks on which both groups were

tested, while the training was performed only on one

block and only by the blind group. The 3 blockswere

maze 1 training (on which blind were trained), maze

2 no training (on which blind were not trained), and a

scrambled task (used as control task). Each block

was repeated 4 times per run, and there were 2 runs

on each scanning day.

(B) The experimental protocol consisted of a pre-

training fMRI scan, followed by 3 days of training in

both real and virtual environments and a post-

training scan.

(C) The EyeCane device, a unique visual to auditory

sensory substitution device (SSD) that maps dis-

tance information into sounds.54,92

(D) Setup ofmaze 1 training; numbers correspond to

errors rate and are based on deviance from the

correct path.

(E) Setup of the novel maze 2 no training; numbers

correspond to errors rate and are based on devi-

ance from the correct path.

(F) Heatmaps of the path taken by the CB pre-

training, CB post-training, and sighted groups in

maze 1 training during the scan for each of the

groups. The heatmap represents the amount of time

spent by each participant in the different areas of

the maze for both the PRE (pre-training) and POST

(post-training) conditions. The time spent in each

point was defined by calculating the time between 2

key strokes (a key stroke represents a step), see

STAR Methods. Hotter colors indicate that on

average, participants in that group spent more time

in that location. The heatmaps show that in the post-

training condition, the blind participants were able

to find the exit to the maze similarly to the sighted.
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in the first years of life.20,32–38 Despite the visual nature of area

V6, it is unknown whether its task specialization can develop in

the absence of visual experience. This question is even more

intriguing since CB individuals can perform spatial tasks, using

tactile or auditory cues,20,22,33,38–40 as well as sighted partici-

pants using vision22,38,41 or can even outperform them in certain

navigation tasks by using sensory substitution devices (SSDs).33

First, we tested if area V6 is selectively recruited in a visual nav-

igation task. Our results show that area V6 of the sighted exhibits

a higher response to navigation tasks, compared with the control

condition. Second, given the involvement seen here of V6 in vi-

sual egocentric navigation tasks, we wanted to explore whether

visual experience, during development, is necessary for the

functional specialization of V6 for navigation tasks. To this end,

we compare activations in V6 for egocentric navigation informa-

tion, delivered via auditory feedback in the CB, with activations

in V6 for egocentric navigation information, delivered via vision

in sighted individuals.

Animal42–44 and human studies13,15 show that V6 is involved in

processing visual motion in relation to body and eye-centered

reference frames.13 It is suggested that V6 is involved in ‘‘sub-

tracting out’’ self-motion signals across the whole visual field,

as well as in providing information about moving objects and
1212 Current Biology 33, 1211–1219, April 10, 2023
their relative distance.11,45 Research on monkeys44,46,47 shows

an indirect connection between area V6 and the premotor cortex

by describing the flow of the visual pathway to the frontal cortex

in 4 cerebral stations: V1 / V6 / V6A/MIP / dorsal area 6.

Studies on humans replicated these findings16 and added a

functional differentiation between area V6 and V6A. Thus, it

seems that area V6 processes motion of objects in the depth

dimension, translating and adapting this information to self-mo-

tion cues. This information is conveyed to V6Av for the evaluation

of object distance in relation to the dynamic self-motion.13,16,48

Based on these characteristics, and the fact that V6 seems dedi-

cated to processing spatial distance based on body posi-

tion,16,49 it is plausible that this area is a suitable candidate for

the processing of egocentric visual navigation, i.e., the represen-

tation of space based on body position.7,15,48,50,51 We therefore

also investigated whether V6 responds to body movements.

We performed two separate experiments. In the first, both

sighted andCB individuals underwent fMRI while they were navi-

gating in first-person perspective two different virtual versions of

the classical Hebb-Williams (HB)mazes (Figure 1), a set of mazes

used to test cognitive ability in humans and animals. Both the

sighted and the CB performed the same two-maze navigation

task and a (scrambled) control condition. The sighted group



Figure 2. V6 is selective for navigation

(A) V6 location is shown in red, and its extension is defined through alignment

of participants’ brains to the Glasser atlas.

(B) Area V6 is selective for navigation task in the sighted group.

(C) Area V6 is recruited during auditory navigation task in blind participants, but

it begins its selectivity only after the training. Error bars denote the SEM.

See also Figure S1.
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navigated by using full vision. They received also auditory input

from the EyeCane, whereas the CB group received only auditory

input from the EyeCane, an SSD that allows the user to scan the

environment through hand movements, mimicking eye move-

ments and converting visual distance information into auditory

feedback52: the further away the wall was, the lower was the fre-

quency of the sound (Figure 1C). The 2 HB mazes used are

similar in terms of length and difficulty. Participants used the

keyboard to navigate with the aid of the EyeCane SSD and

received visual or auditory information about the environment

through the device. In the (scrambled) control condition, partic-

ipants were instructed to navigate randomly in different direc-

tions by pressing the arrow keys. In this condition, the auditory

and/or visual cues were ‘‘scrambled,’’ meaning that they were

not informative of their movements in the environment. The CB

underwent two scanning sessions, once before and then again

after a training session in which CB participants navigated in

both the real and virtual Hebb-Williams mazes. Training in the

maze was spread out over a 3-day period (Figure 1B). Similarly

to methods used in animals studies,54,55 participants were

trained only on one Hebb-Williams maze, here called ‘‘maze 1

training’’ (Figure 1D), while the untrained Hebb-Williams maze,

here called ‘‘maze 2 no training’’ (Figure 1E), was used as a con-

trol condition to check training generalization (Table S1). Results

show that V6 of the sighted group responds selectively to the

maze conditions, suggesting its role in navigation. Before the

training, V6 of the CB does not respond to auditory navigation

cues, and this was expected as it had not developed its special-

ization, neither via vision nor audition. After the training session
with an auditory device that enables them to navigate, V6 of

CB participants is recruited to selectively process auditory

navigation cues.

RESULTS

Experiment 1: Area V6 is selectively recruited in visual
navigation tasks for the sighted
During fMRI, fourteen sighted participants performed the HW

mazes navigation task and the scrambled condition (see STAR

Methods), using vision and the auditory navigation input from

the EyeCane device (see STAR Methods). Regional generalized

linear model (GLM) analysis was applied to anatomical areas V6

(Figure 2A), defined by the Glasser atlas,56 an atlas defined by

sharp changes in cortical architecture, function, connectivity,

and/or topography in a precisely aligned group average of 210

healthy young adults. We did not use a functional localizer as it

could not be run in the CB. Moreover, it is known that there is

high variability in retinotopic maps in V6 across participants,

therefore a localizer defined only on our sighted sample could

not take into account such variability. For this reason, we used

the Glasser atlas that can consider inter-individual variability as

it is based on topography from a group of 210 people. The V6 re-

gions identified by Glasser and Pitzalis overlap to some extent,

but it is unclear whether they represent the same area. Glasser’s

V6 appears to be larger than Pitzalis’s retinotopically defined V6

and is more similar to V6+, which may include a portion of

V6A.45,57 Specific experiments are needed to verify this point.

Results from the right hemisphere of the sighted group show

higher activations for both navigation conditions, i.e., the two

mazes versus the scrambled condition (t(13) = 5.2, p < 0.001)

and (t(13) = 3.2, p = 0.01) (Figure 2B ), and different activations

were also reported between the two navigation conditions

(t(13) = 2.4, p = 0.03). Beta probability map from the same

contrast confirms a consistent involvement of area V6 in naviga-

tion (Figure S1). Left (l h) area V6was also selectively recruited for

navigation conditions (t(13) = 4.5, p = 0.002) and (t(13) = 3.7,

p = 0.004), while no differences were reported between the

two mazes.

Area V6 can develop its specialization for navigation
even in the absence of visual experience from birth
Nine CB participants used the auditory input from the EyeCane

to perform the same three navigation conditions performed by

the sighted. The three auditory navigation conditions were

repeated before and after a training session with the EyeCane

(3 training sessions were spread out over a period of 3 days.

Each session lasted about 2 h in both real and virtual mazes

(Table S1). Results indicate that before training, both left and

right V6 areas of the CB were not responsive to navigation audi-

tory cues across participants (as shown in Figures 2C and S1).

However, after training with the EyeCane, the right V6 of the

CB group began to selectively respond to both maze 1 training

(t(8) = 3.2, p = 0.03) and maze 2 no training (t(8) = 2.6, p = 0.04)

conditions, compared with the scrambled condition. There

were no differences in activation between mazes (p > 0.05) (as

shown in Figure 2C). The recruitment of V6 for navigation in the

post-training session is consistent across participants (Fig-

ure S1). Our findings suggest that V6 has an amodal/supramodal
Current Biology 33, 1211–1219, April 10, 2023 1213



Figure 3. Sensory learning in specific task

Upper row: strong differences in activation between sighted (white with black

stripes) and blind (black with white dots) participants before training on navi-

gationwith the aid of EyeCane. This difference strongly supports the specificity

of V6 in navigation conditions. After training (lower row), rhV6 of congenitally

blind participants develops its specialization for navigation task, reaching

selectively confined to both mazes (1 training and 2 no training) but not

scrambled condition. Importantly, this result suggests a sort of task-specific

rewiring of audition in visual cortex, as the effect is generalized to the maze 2

no training maze too. Error bars denote the SEM.

See also Figure S1.

Figure 4. Auditory cortex

(A) A1 location is shown in red and its extension is defined through alignment of

participants’ brains to the Glasser atlas.

(B and C) No differences between conditions in A1 of sighted (B) and of blind

(C) participants in both sessions.

Error bars denote the SEM.
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organization, which may be task-specific sensory-independent

(TSSI) organization. This organization may explain the long-

term plasticity of V6, including the reopening or extension of

the critical period for different sensory modalities. No differences

between conditions were reported in the left hemisphere.
Area V6 can learn to respond to auditory navigation cues
in congenitally blind individuals
We compared the performance of the CBwith that of the sighted

for both the pre- and post-training conditions. This analysis re-

veals that before training, rhV6 activation differs between the

two groups in both navigation conditions—for themaze 1 training

(t(21) = �4, p < 0.001) and the maze 2 no training (t(21) = �3.2, p =

0.007)—but crucially, no difference was reported for the scram-

bled condition (p > 0.05) (Figure 3, upper row). However, after

training, area rhV6 of the CB reached similar activation levels

of rhV6 than the sighted in all tested conditions: maze 1 training

(t(21) =�2, p > 0.05), maze 2 no training (t(21) =�1.3, p > 0.05), and

the scrambled condition (t(21) = �1, p > 0.05) (Figures 3 [lower

row] and S1).

Analysis of the learning observed between the pre- and post-

training conditions (post > pre) (Figure 3, black with white dots,

bars across rows) showed a selective consistent increase of

rhV6 activation in the navigation conditions: maze 1 training
1214 Current Biology 33, 1211–1219, April 10, 2023
(t(8) = �4.1, p = 0.005) and maze 2 no training (t(8) = �4.5,

p = 0.005), while no learning effect is shown in the scrambled

condition (t(8) = �1.2, p > 0.05). No differences between condi-

tions were reported in the left hemisphere (p > 0.05). These find-

ings are congruent with the behavioral results outside of the

scanner,38,41 showing an improvement in performance after

navigation training.

Effect of training is confined to rhV6 and does not affect
other areas stimulated by the task
To investigate if the learning effect in the POS was specific to V6

and did not affect other areas stimulated by our paradigm (like

the auditory cortex) not dedicated to navigation, we performed

a regional analysis in area A1. Results show no differences

(p > 0.05) within groups and between sessions (Figure 4). The

result of this analysis is important because it confirms there are

no difference in auditory cues between the 3 conditions in the

auditory cortex. Furthermore, the visual areas that are located

adjacent to area V6, namely, area V6A and DVT, did not show

the learning effect (p > 0.05) for navigation via sounds. Rh DVT

showed no differences between conditions in the pre-training

session, whereas in the post-training session, it showed higher

activations for bothmazes, compared with the scrambled condi-

tion: maze 1 training (t(8) = 3.9, p = 0.01) and maze 2 no training

(t(8) = 2.8, p = 0.03). No differences were reported in the left hemi-

sphere. Rh V6A did not show any difference between both

mazes and the scrambled condition, neither in the pre-training

nor post-training session (p > 0.05). LH V6A shows no



Figure 5. Body representation in V6

(A) The column plot shows the amount of vertex

activated by each body part/lag. T test versus

0 showed a full body activation inside V6 (stars

above each bar). The plot shows that most of the

significant voxels are from the head and upper body

parts. Error bars denote the SEM.

(B) Area V6 is activated by body movement. Red

colors correspond to the head, yellow to the upper

body parts, and blue to the lower body parts. Every

color in the bar plot represents a different body part

(head: red, upper body parts: yellow, lower body

parts: blue), the statistical threshold used, and the

related statistic. Since our design here was of peri-

odic, phase locking design—each phase corre-

sponded to a given body (see Zeharia et al.93–95).

(C) Somatotopic motor homunculus in area 4.

(D) Lack of motor information in area MT, visual

motion area that responds to object movements45

and to both coherent and incoherent optic flow.

(E) Body motor activation in area V6A, an area that

integrates eye and hand movements for reaching.
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differences between conditions before training (p > 0.05). After

training, the left V6A area had more activity for both mazes,

compared with the scrambled condition: maze 1 training (t(8) =

2.0, p = 0.03) and maze 2 no training (t(8) = 2.8, p = 0.03).

Experiment 2: First-person perspective may require
body motor information
During fMRI, 19 sighted participants performed a motor task in

which they moved 20 body parts consecutively in a fixed order

(see STAR Methods). Full-brain cross-correlations allowed us

to identify voxel-vertices responding to specific body part move-

ments. The 20 body parts were grouped into 3 sections: head,

upper body (including arms), and lower body (including legs),

based on anatomical topography (see STAR Methods). This

analysis shows that in the more dorsal part of area V6, there

are voxels activated during movement of each body section

(p < 0.05) (Figure 5B). Results show that a higher number of

vertices responded to the head and upper body parts (shown

as red and yellow, respectively, in Figures 5A and 5B), when

comparedwith the lower body parts (shown in blue). Importantly,

another key area for visual motion, i.e., areaMT (Figure 5D), does

not show any body information. These results suggest that brain

areas dedicated to tasks involving the body may be the only

areas that contain information about body movements. In this

study, area V6 appears to represent spatial information based

on the body’s position. To support this hypothesis, we per-

formed the same analysis on 2 additional areas involved in motor

tasks. Figure 5C shows the homunculus inmotor area 4, and Fig-

ure 5E shows themotor activation in area V6A that it is involved in

eye-hand coordination for reaching.61,62 Topographic analyses

of areas 4, V6, and MT revealed a well-defined somatotopic

map in area 4 and very broad tuning in area V6 with a preference

for the upper body, while MT (which served as a control visual
Current
motion area) seems not to be activated

significantly by body movements. Taken

together, our results suggest that even in

the case of complete visual deprivation
from birth and during the critical period, area V6 can develop

the same functional specialization for navigation via the auditory

modality. We show that V6 can be recruited to respond to audi-

tory cues, providing egocentric spatial information for navigation

after a short training session. The body motor activation, with a

preference for the head, found in area V6 sheds new light on

the function of area V6, suggesting that it is a part of the egocen-

tric reference frame network. Future work should investigate the

role of different body parts in area V6 and their direct contribution

to egocentric navigation.

DISCUSSION

V6 is a motion-sensitive area that mostly represents the periph-

eral part of the visual field7,10,63 and is responsive to translational

motion.10 Macaque V6 includes many real-motion neurons, and

it responds to coherent motion and to egomotion-compatible

optic flow.9–12,64 It has been suggested that it is involved in ob-

ject-motion recognition13 and in processing spatial distance

cues based on body position.16,49 V6 plays a central role in inte-

grating eye movements with retinal signals8,65,66 and is involved

in processing visual motion in relation to body and eye reference

frames.13,14 Based on this evidence, previous reports hypothe-

sized that area V6 can be selectively involved in egocentric nav-

igation tasks. This hypothesis aligns with previous findings,

regarding the connectivity between area V6 and the PPA,16

showing that area V6 is activated by static but navigationally

relevant stimuli, such as images of places (internal and external

views of buildings).15 Based on this, we first tested the role of

area V6 in a visual egocentric navigation task. Our results show

that area V6 is selectively recruited during visual egocentric nav-

igation and that its sensory organization can develop even in the

absence of visual experience from birth.
Biology 33, 1211–1219, April 10, 2023 1215
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After a short training period with the EyeCane SSD, we found

activation in the dorsal part of the POS of the CB group that

mainly includes V6 and maybe minor parts of the nearby V6A

and DVT. Indeed, the post-training activation in V6 of the CB is

similar to what is found in V6 of the sighted. In a second separate

experiment, we explored whether V6 also responds to sensory-

motor movements, given the nature of egocentric navigation. To

this end, we applied phase locking methods to a motor topog-

raphy task. We found that area V6 can encode body motor infor-

mation with a preference for the upper body parts.

Additionally, area rhV6 of CB individuals becomes selectively

recruited to process auditory navigation cues, reaching activa-

tion levels similar to those observed in rhV6 of the sighted group,

navigating by using vision, and with similar selectivity patterns in

exactly the same HWmazes. This result suggests that by replac-

ing visual information with auditory cues, it is possible for V6 to

be selective for egocentric navigation. This finding challenges

the notion that brain plasticity in V6 is limited by critical periods,

and it instead supports the idea that the brain is organized in a

supramodal manner, with selective specialization for specific

tasks or functions that can be developed later in life with the right

training or technologies.20,32–38 The sensory-independent (or

supramodal) organization of area v6 was already evident in the

pre-training session. Blind and sighted individuals did not differ

on the scrambled condition but only on the navigation conditions

in this area. This result strongly supports the idea that activation

in area V6 is not influenced by the nature of the sensory modal-

ities but rather specifically by the task-specific information that

they convey. In line with findings showing TSSI organization in

both the ventral67–71 and dorsal visual streams,24,26,27,72 we pro-

vide new evidence supporting our hypothesis that V6 is also

organized in a TSSI/amodal/supramodal fashion. Furthermore,

our data suggest that rhV6 can also learn and generalize auditory

spatial distance information in relation to body motion cues. The

recruitment of rhV6 by auditory cues, conveying information

about distance from the body, in the post-training conditions

supports the idea that the critical period for V6 can be reversible.

We did not find evidence of task-related changes in the left

hemisphere during navigation. This fact is in line with an abun-

dance of literature showing the predominant role of the right

hemisphere in spatial/navigation tasks.73,74 For example, a study

on patients75 who were implanted with intracranial electroen-

cephalographic recordings shows activation lateralized to the

right hemisphere, especially in posterior neocortex during a vir-

tual navigation task. Specifically, they found right-lateralized

gamma oscillations during a virtual spatial-navigation task. It is

well known that in humans and other animals, gamma oscilla-

tions are a general marker of local neuronal activation and often

indicate that information is being exchanged between brain re-

gions.76,77 Moreover, the fMRI BOLD signal correlates with

gamma-band EEG oscillations in neocortex recordings from hu-

mans and non-human primates.78–80 However, we cannot

completely exclude the possibility that amethodological or other

limitation leads to overemphasizing the lateralization found in

the CB.

Finally, we show that area V6 is activated by the body motor

task with a preference for the movements of the upper body

parts, while lower body parts showed the least activation (but

see Serra et al. and Pitzalis et al.57,81 who did not find such
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activation). We speculate that this novel yet preliminary result

can be related to the selective activation of area V6 for egocen-

tric navigation tasks. We suggest that area V6 could use an eye/

head centric reference frame. The interpretation of our results is

supported by studies that showed that area V6 codes space

based on eye and body position and on self-motion.13,14 Howev-

er, the topic is still under debate, and future experiments are

needed to test the presence and role of sensory-motor input

in V6.

It is important to note that area MT (Figure 5D), a motion area

functionally similar to V6, does not show any body-related acti-

vations. We suggest that this difference can be explained by

the fact that area MT responds to object movements,45 and so

to both coherent and incoherent optic flow, whereas area V6 is

more selective to coherent motion, the same motion produced

by self movement.10,13,14 In this study, the region of activation

is compared with sighted regions of interest (ROIs) that are

derived from many participants. However, important inter-indi-

vidual variability was reported in terms of the location of these

two retinotopic visual areas V6 and V6A. Due to this, we cannot

exclude that area V6, as defined by the Glasser atlas, could

include parts of V6A and that this could lead to a bias in the

lack of left V6 sensory reorganization. However, Glasser V6

and V6A are very close to areas V6 and V6A, as defined by Pitza-

lis et al.48,61

In conclusion, our findings suggest that V6 is a unique hub

within which audio, visual, and body information are analyzed

to drive online body movement in space. We24,82,83 and several

other labs72,84–86 have recently shown that high-order visual

category-selective areas can develop their functions even

without visual experience during critical periods, which are

defined as a time window early in life during which sensory

cortices (e.g., visual cortex) must be exposed to their unisensory

stimulus (e.g., visual input) in order to establish the correspond-

ing activity and behavior (e.g., category selectivity to objects,

faces, etc.). Our recent results show that such category selec-

tivity can develop even without any visual experience. However,

to the best of our knowledge, this study is the first to show that a

retinotopic area such as area V6 can develop selectivity to

egocentric navigation in the absence of visual experience. This

is surprising because retinotopic areas have been shown to be

extremely sensitive to visual experience during develop-

ment,87–91 so the present results challenge the limits of critical

periods for the functional development of V6.

Limitations of the study
Important inter-individual variability was reported in terms of

the location of these two retinotopic visual areas V6 and V6A.

Due to this, we cannot exclude that area V6, as defined by

the Glasser atlas, could include parts of V6A and that this could

lead to a bias in the lack of left V6 sensory reorganization. The

region of activation in the present work is compared with

sighted ROIs that are derived from many participants. So, the

possibility that it includes, at least partly, V6A in addition to

area V6 should be considered. This work shows that V6 con-

tains voxels responding to movements; however, further

research is needed to explore the role of eye movements inside

area V6 and the exact role of this motor activation in egocentric

navigation tasks.
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This study cannot rule out the possibility that the body map

found in area V6 supports other, unrelated mechanisms.
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Data and Code https://doi.org/10.5281/zenodo.7574391

Software

Brainvoyager Brain Innovation https://www.brainvoyager.com/

Rstudio Cran r project https://www.r-project.org/
RESOURCE AVAILABILITY

Lead contact
Further clarifications or request will be attended by the lead contact author Amir Amedi (amir.amedi@idc.ac.il).

Materials availability
This study did not generate any unique reagents.

Data and code availability
Data are available on zenodo https://doi.org/10.5281/zenodo.7574391

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Twenty-three participants participated in this study, fourteen sighted participants who performed the task using vision (8 women,

range: 19-55 years, average: 28 years, mode: 21 years), and nine congenitally blind (CB) participants (3 women, range: 23-59 years,

average: 36 years, mode: 23 years). Blindness was peripheral in all cases (i.e., not due to brain injury), see Table. All CB participants

were adept white cane users and had previously received training in orientation and mobility. The two sample sizes were estimated

through power analysis, taking an estimate of effect size from a subsample of 3 participants for each group separately with the

desired power of.80 and alpha of.05. We estimated a minimum of 10 blind participants and 8 sighted participants. Nineteen sighted

participants participated in the body motor task. This experiment was approved by the Hebrew University’s ethics committee and

conducted in accordance with the 1964 Helsinki Declaration and complies with all relevant ethical regulations. All participants signed

informed consent forms prior to the start of the study and were compensated for their time.
Demographics of the congenitally blind participants

Name Age Sex Onset

Light

perception Cause of blindness

D.A. 59 M birth none retinopathy of prematurity

M.D. 23 M birth none congenital glaucoma

U.M. 41 M 6–7 months none retinopathy of prematurity

O.B. 38 M birth none retinopathy of prematurity

O.G. 38 F birth none anophthalmia

E.D. 33 M birth none retinopathy of prematurity

E.H. 30 F birth faint retinopathy of prematurity

E.N. 30 F birth none anophthalmia

M.S. 37 F birth none anophthalmia
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METHOD DETAILS

Navigation task
The task was to find the fastest route to the exit while avoiding collisions (touching) the walls. Participants stood at the entrance of the

maze and held the EyeCane (see EyeCane section), while wearing headphones that transmitted the distance information based on

the EyeCane’s cues. Theywere informed that the distance towalls was coded in terms of the frequency of the sound, the further away

the wall was the lower was the frequency of the sound and that the absence of sound meant that the passage was clear. Participants

were instructed to use the EyeCane to scan the environment and build a mental image of the maze to find the shortest route to the

exit. In the virtual version of the mazes, participants were seated comfortably in front of the computer, wearing headphones and

received the distance information based on the same low/high rate of auditory cues. Participants navigated with the help of the arrow

keys on the keyboard. The forward arrow key enabled a step forward, the right arrow key a turn to the right and the left arrow key a turn

to the left. The sighted group was instructed on the task prior to scanning. They only performed a single scan because they did not

require training as they were allowed to use vision. The blind group underwent two scans, one before, and one after the training ses-

sions between scans spread out over a three-day period to learn to use the EyeCane. For a description of the training procedure

see 38,41.

The EyeCane device (Figure 1C) is an in-house minimalistic sensory substitution device, translating distance into auditory cues in

real-time52 It has already been used for several other tasks.52,92 We created a virtual version of the EyeCane,53 providing auditory

cues in virtual reality training, identical to those presented in the real-world. The virtual version of the EyeCane uses a ray-casting

algorithm within the virtual environment. Both, the Eyecane and virtual EyeCane send a high frequency of sound when an object

is near and a low frequency when objects are far away. This enables the user to detect distance information in the form of sound

frequency. Spatial information is perceived by scanning the environment in the same way that a white cane is used. This sweeping

motion, which in the real world was performed by sweeping it around to scan the environment more freely, was slightly more confined

to only 3 directions of pointing the cane in the virtual world – left, right or straight ahead. This enables the construction of a mental

representation of the user’s surroundings. In order to ‘‘sweep’’ the virtual EyeCane left and right, they would press the left and right

arrow keys, but without moving forward. When the EyeCane was silent, or ‘‘quieter’’ in terms of the frequency of sounds, it meant the

wall was further away, so they would advance.We chose this interface because if participants couldmove their ‘‘gaze’’ to point in one

direction, but have the avatar facing another direction, they would not be able to know which direction their avatar was facing. This

design feature is critical for the study as it allows to test the hypothesis of the study.

The virtual navigation setup
The mazes (Figures 1D and 1E) were based on the classic Hebb-Williams mazes,55 which have been previously used for testing

spatial perceptual learning in a wide variety of species, from mice93 to non-human primates,94 and even in a virtual rendition for

humans.95 Our virtual environments53 were created with Blender 2.49, and Python 2.6.2. The location and orientation of the user’s

avatar and virtual EyeCane were tracked at all times at a rate of 60 Hz (identical to the function rate of the virtual environment, thus

covering any possible in-game activity) and were aligned via logged triggers to the neural data. The environments have a graphical

output to the screen, which was used by the sighted group. The participants always experienced the environments in the first person,

and the virtual mazes perfectly matched the real-worldmazes used in trainingwith relation to spatial layout. Distances within the envi-

ronment were set so that each ‘‘virtual meter’’ correlates to a real-world meter (i.e., the real-world maze was 4.5m, so the virtual maze

was set to 4.5 virtual meters), with the same holding for the scale of avatar size and motion. Distances within the environment are set

so that the proportions of a step compared to a ‘‘virtual meter’’ correlates to a real-world step compared to ameter (i.e. the real world

maze was 4.5m, so the virtual maze was set to 4.5 virtual meters, as was the scale of the avatar’s size and motion; each step

measured 0.5 virtual meters).

Design (Table S1): Prior to any training, CB participants were scanned using fMRI while performing the 2Hebb-Williamsmazes and

the scrambled condition. Then, CB participants were trained on 1 maze (the maze 1 training) for three sessions using the EyeCane

and the virtual EyeCane. In each of the three training sessions, participants completed the Hebb-Williams maze five times in the real

environment. Then, they were instructed to navigate the virtual maze. On the second and third session, participants returned and

repeated the same sequence of five real maze and five virtual mazes. Each session lasted ninety minutes to two hours. After the three

training sessions, CB participants returned for a second fMRI session. The sighted-visual control group did the exact same task in

fMRI with the use of vision in one single block of five trials that lasted less than one hour. The methods and behavioral results have

been described in depth in Chebat et al..41

Body motor task
For the motor task, participants were required to move 20 body parts in a fixed order.60 The movement sequence consisted of the

movements of the following body parts: toes (flexion/extension), feet (flexion/extension), thighs (contraction), buttocks (contraction),

stomach (contraction), upper arm (contraction), elbow (flexion/extension), wrist (flexion/extension), fist (contraction), little finger

(flexion/extension), ring finger (flexion/ extension), middle finger (flexion/extension), index finger (flexion/extension), thumb

(flexion/extension), forehead (contraction), nose (contraction), eyelids (contraction), lips (contraction), jaw (flexion/extension), and

tongue (a side to side movement with closed mouth).
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Tasks inside the scanner

Magnetic Resonance Imaging Navigation.

In the scanner, participants underwent 8 repetitions of three conditions:

1 Maze 1 training- A virtual recreation of Hebb-William’s maze A (Figure 1D), on which participantswere trained between the pre

and post scans

2 Maze 2 no training- A virtual recreation of Hebb-William’s maze B (Figure 1E), on which participants were not trained

3 Scrambled – Controlled for auditory stimuli and motor key presses without actual navigation via scrambled visual and auditory

stimuli from the mazes, Participants were told to move normally by pressing the keystrokes.

The participants included in the study showed no translational motion exceeding 2mm in any given axis or had spike-like motion of

more than 1 mm in any direction.

Magnetic Resonance Imaging body motor. A periodic design experiment58,59 was used to inspect body information in area V6. In

this experiment, 19 sighted participants were asked to move 20 body parts separately. The 20 body parts were moved consecutively

in a fixed order (from toes to tongue or in reversed order). The participants were instructed to execute the movements on hearing an

auditory cue. Each body part wasmoved for 3 s, and themovement cycle, consisting ofmovements of all 20 body parts, was followed

by 12 s rest and it was repeated eight times in each direction (toes to tongue and tongue to toes). The movements were either syn-

chronized in-phase bilateral movements (e.g., concurrent movements of the toes on the left and right feet) or axially symmetric body

part movements (e.g., side-to-side movements of the tongue). Participants moved the 20 body parts consecutively while lying with

their eyes closed and blindfolded inside the functional MRI scanner. Electromyographic (EMG) signals were recorded during the scan

in several participants to ensure that themovements were correctly carried out and exclude the possibility ofmovement of other body

parts. The maximum value of head movements was 2.46 mm (in the order of magnitude of one functional voxel; i.e., relatively negli-

gible head motion), and the mean was 0.21 ± 0.28 mm

Functional parameters

Navigation task. The BOLD fMRI measurements were acquired in a whole-body 3T GE Sigma scanner (GEMedical Systems, USA).

We used the standard gradient-echo EPI pulse sequence. We acquired 27 slices of 4.5 mm thickness and 0 mm gap. The data in-

planematrix sizewas 64X64, field of view (FOV) 220mm220mm, time to repetition (TR) 1.5s, flip angle¼70 and TE 35ms. The first 10

images of each scan were excluded from the analysis because of non-steady-state magnetization.

Body motor task. The BOLD fMRI measurements were obtained in a whole-body 3T Magnetom Trio scanner with 12 channels

(Siemens). The fMRI protocols were based on multi slice gradient echoplanar imaging and a standard head coil. The functional

data was collected under the following timing parameters: TR = 1.5 s; TE = 30 ms; FA = 70�; imaging matrix, 80 3 80; FOV, 24 3

24 cm (i.e., in-plane resolution of 3 mm). We used a relatively short TR value to later superimpose the phase-locking spectral analysis

(cross correlation) approach. Twenty-six slices with slice thickness of 4.5mmand no gaps were oriented in the axial position for com-

plete coverage of the cortex. Given that the slice thickness was higher than the in-plane resolution, the spatial resolution along the

dorsoventral, superior-inferior axis was lower than the resolution along the posterior-anterior and medial-lateral axes.

Preprocessing

Navigation task. The fMRI image processing and statistical analyses were performed with the BrainVoyager 20.6 and 21.4 software

package (Brain Innovation, Maastricht), using standard preprocessing procedures, including head-motion correction, slice scan-

time correction, high-pass filtering. Functional and anatomical datasets of each participant were normalized to standardized MNI

space. Cortical reconstruction included segmentation of white matter using a grow-region function, the remaining cortical surface

was then inflated and aligned to a 3D cortical reconstruction of an MNI normalized brain (FreeSurfer’s fs Average brain).

Body motor task. The first 10 images (during the first baseline rest condition) were excluded from the analysis in both designs (toes

to tongue and tongue to toes) because of non-steady-state magnetization. Data was preprocessed using the BrainVoyager software

package (Brain Innovation). Functional MRI data preprocessing included head-motion correction, slice scan time correction and

high-pass filtering using temporal smoothing in the frequency domain removed drifts and improved the signal-to-noise ratio. Cortical

reconstruction included segmentation of white matter using a grow-region function, the remaining cortical surface was then inflated

and aligned to a 3D cortical reconstruction of an MNI normalized brain (FreeSurfer’s fs Average brain).

QUANTIFICATION AND STATISTICAL ANALYSIS

Navigation task
Weperformed ROI analysis on the reconstructed and inflated fsAverage brain to which we aligned all participants’ brains with cortex-

based alignment procedure. We computed statistical parametric maps from a single participant General Linear Model (GLM). Pre-

dictors in the model were convoluted with a canonical Hemodynamic Response Function. For the group-level analysis, we ran a

random-effects GLM model in each POI-ROI: anatomical V6, V6A, DVT and A1. The beta value of each participants, session, and

condition, was then extracted and imported into R software96 for further analysis. Multiple comparison two tails t-tests were FDR

corrected with p<0.05,97 while t values are reported with no correction.
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Navigation task. Regions of interest (ROI) analysis
Four anatomical ROIs were defined by aligning every single participant’s brain to the Glasser atlas using the CBA approach (it is

crucial to keep in mind that we didn’t project the results from volume to a surface brain where the atlas is built but we performed

the cortex based alignment that means to align every sulcus and gyrus of each hemisphere of each participant to the surface brain

onwhich the atlas was built andwe performed the analysis only in surface space. General linear model (GLM) analysis was performed

in each of the 4 anatomical ROIs defined by the Glasser atlas (V6, A1, V6A and DVT) yielding the GLM parameter estimators for each

of the three conditions (both mazes and the scramble condition). We used BrainVoyager to calculate GLM parameters estimation

values, while multiple t-test comparisons were performed in R studio software.96

Body motor task
The cyclic design of the periodic experiment allowed for periodic analysis, which is considered optimal for analyzing gradual topo-

graphic representations. We used the cross-correlation analysis, similar to the spectral analysis, but in which the HRF is still consid-

ered. In the cross-correlation analysis, the hemodynamic response function (HRF) predictor, corresponding to the movement time of

a single body part, was cross-correlated with the BOLD signal. However, this predictor makes the cross-correlation analysis highly

sensitive to the shape of the response and the degree of overlap in representation. Given that the HRF predictor corresponds to the

movement time of a single body part, this analysis is suitable when the overlap in representation is small but less adequate when the

voxel is broadly tuned tomovements of various body parts. This analysis is awinner takes all analysis, meaning that only one lag value

corresponding to only one body part is chosen for each vertex-voxel. This result may allow a clear estimation of the represented body

part in each voxel but as stated above, is less optimal in cases of some overlap in the representation. (see Zeharia et al.58 for details).

We applied full brain cross-correlation analysis and correct each single participant map with FDR (R equal to 0.219). To investigate if

area V6 contains body info, we extracted V6 details (Vertex ID, coordinates and the associated R and P values) from the full brain

cross correlation already corrected with FDR (R equal to 0.219). Only vertices with significant P, after the full brain correction,

were considered. The 20 body parts were grouped in 3 anatomy-based sections: Low body parts (Toes, Feet, Hips, Buttocks and

Stomach), Upper body part (Arm, Elbow, Wrist, Fist plus the 5 fingers) and Head (Forehead, nose, eyes, Lips, Jaw, Tongue).

T-test versus baselinewas used to test body information inside the V6 area. Then,multiple comparison t-test was performed on these

3 body sections and corrected with FDR correction.

Body motor task ROI mask
Full brain cross correlation of each participant, corrected with FDR wasmasked with four ROI: V6, V6A, MT and area 4. These 4 ROIs

were defined using the same procedure used for the navigation task (CBA to freesurfer brain on which the Glasser atlas is mapped).

Both experiments
Cortex based alignment (CBA)

To extract precise anatomical markers as regions of interest (ROI) we used a cortex-based alignment (CBA) algorithm implemented in

BrainVoyager.98 Functional and anatomical files from each experiment were aligned to a fsAverage brain surface. This approach has

the goal of improving the spatial correspondence mapping between participants’ brains beyond MNI space matching. In short, the

process morphs reconstructed and folded hemispheres into a sphere that produces a curvature map with differing degrees of

smoothness. The alignment itself is an iterative procedure that follows a coarse-to-fine matching strategy to a target brain that grad-

ually decreases the smoothness of the sphere’s surface. We aligned and analyzed each hemisphere in isolation. Spatial tasks were

found to be processed mostly in the right hemisphere,99,100 indeed, studies on patients with right brain damage showed a predom-

inant spatial deficit, while spatial deficit, after left brain injury, are less common. This evidence leaded to think a predominant role of

the right hemisphere in spatial tasks,73,74,101 but see Herbet et al.102.

All the functional datasets, at first created in a standard MRI volume space, were then aligned to the target surface. The final res-

olution was 80K vertices and 81920 triangles.

Roi definition

The CBA procedure allowed us to align every participants’ brain to the same template on which the HCP atlas/parcellation was

defined.56 This procedure has the advantage of taking into account intrasubject differences, as it is based on a big sample (210)

of participants and, so, it enhances anatomical localization. Thismethod is very powerful for study replication, as it takes into account

intrasubject variability/bias, allowing the use of the same area across different groups in the world. In this study, we focused on the V6

area (Figure 2), as an important area for navigation. In addition to V6, in order to control for auditory differences between conditions,

we analyzed activation in the anatomical auditory cortex (A1). Furthermore, we analyzed closer areas to area V6, as V6A and area

DVT. For the motor task, we investigated area 4 and area MT as control areas.

Atlas details

The Glasser atlas is an atlas brain developed using probability maps from 210 participants, then combined to produce a group

maximum probability map (MPM). Each area of each probabilistic map was defined based on its multi-modal fingerprints. Specif-

ically, the Glasser atlas is defined by sharp changes in cortical architecture, function, connectivity, and/or topography in a precisely

aligned group average of 210 healthy young adults. Area V6 was defined by using topographic information from rfMRI FC. The

Glasser atlas differentiated area V6 from area V6A based on myelinization and tasks data ‘’ Areas V6 and V6A lie mainly medial

and anterior to areas V2, V3, V3A, and V7 along the posterior bank of the parieto-occipital sulcus and have been studied
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extensively7,13,48,50,61. V6 is heavily myelinated relative to most of its neighbors (particularly V6A and DVT, the dorsal transitional vi-

sual area). Relative to its superior neighbor V6A, area V6 is weakly activated vs weakly deactivated in the Working Memory contrast

(2BK-0BK), and less deactivated in the MOTOR AVG contrast’’. Since we could not run a functional localizer in the CB group, we

deemed this approach to be sufficiently reasonable and quite powerful as it is based on a very large sample (210 participants), while

our sighted group was composed of 14 participants. However, Glasser V6 and V6A are very close to areas V6 and V6A as defined by

Pitzalis.48,61 (Figure S2)

Statement on ethical regulations

These experiments were approved by theHebrewUniversity’s ethics committee and conducted in accordancewith the 1964Helsinki

Declaration and complies with all relevant ethical regulations. All participants signed informed consent forms prior to the start of the

study and were compensated for their time.
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